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Preface

About This Document

This document provides a product overview, interface descriptions and registers for the 88F5182.
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Preface

Document Conventions

Document Conventions
This document has the following name and usage conventions:

Signal Range A signal name followed by a range enclosed in brackets represents a range of
logically related signals. The first number in the range indicates the most significant
bit (MSb) and the last number indicates the least significant bit (LSb).

Example: DB_ADI[31:0]

Active Low Signals n | A"n” symbol at the end of a signal name indicates that the signal’s active state occurs
when voltage is low.

Example: INTn

State Names State names are indicated in italic font.

Example: linkfail

Register Naming Register field names are enclosed in angle brackets.
Conventions Example: <Dwidth>
OR

Example: SDRAM_Configuration<Dwidth>,
Where Global Control represents the register name, and <Dwidth> represents the
register field name.

Register field bits are enclosed in brackets.
Example: Field [1:0]

Register addresses are represented in hexadecimal format
Example: 0x0

Reserved: The contents of the register are reserved for internal use only or for future
use.

Copyright © 2007 Marvell Doc. No. MV-S400130-00 Rev. 0.5
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Section 1. Overview

The Marvell 88F5182 is a high performance, highly integrated, Storage Networking System Engine based on

Marvell proprietary, ARMv5TE-compliant, CPU core.
Figure 1 is a block diagram of the 88F5182 interfaces.

Figure 1: 88F5182 Interface Block Diagram

Marvell CPU

|

Local bus
Bridge Memory Controller
System Bus <\?>
SATAII IDMA, PCI Express USBtﬁ-O
with Xor, GPPs, with PCI Gigabit i J

integrated | | Crypto- UART X2, | | intergrated 32-bit Ethernet IntSEirYate

PHYs graphic TWSI, SERDES port port s
X 2 ports Engine Device X 1 port X 2 ports

The 88F5182 incorporates the following functions/interfaces.

Marvell Processor Marvell ARM9te-compliant core

Core

DDR SDRAM Memory Controller.

PCI Express The PCI Express interface includes a single PCI Express (X1) host port, with an

integrated low power SERDES.

The PCI Express port can also be configured as an Endpoint port.
PCI The 88F5182 integrates a 32-bit conventional PCI interface.
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SATA I

Gigabit Ethernet

USB 2.0

Cryptographic Engine
and Security
Accelerator

Two-Wire Serial
Interface (TWSI)

UART
Device Bus
IDMA Engines

XOR Engine

General Purpose 10
Port

Interrupt Controller

Timers

Internal Architecture

The 88F5182 accommodates a total of two SATA Il ports. It is fully compliant with SATA Il
Phase 1.0 specification (Extension to SATA | specification), supporting:

e SATA Il Native command queuing
e Backwards compatibility to SATA | 1.5-Gbps speed and devices
In addition to full support of SATA Il Phase 1.0 specification (Extension to SATA | specifi-

cation), the 88F5182 supports the following advanced SATA Il Phase 2.0 specification
features:

e SATA Il 3-Gbps speed

e Advanced SATA PHY characteristics for SATA backplane support

e SATA Il Port Multiplier Advanced Support

e SATAIl Port Selector control: Generates the protocol-based OOB sequence to select
the active host of the SATA Il Port Selector.

The Gigabit Ethernet interface consists of a single 10/200/1000 Mbps full-duplex Gigabit
Ethernet (GbE) port. It can be configured to a 10/100 Mbps Mil interface or a 10/100/1000
Mbps RGMII/GMII interface. This is useful for higher throughput interfacing to the Marvell
Fast Ethernet switches.

The 88F5182 integrates two USB 2.0 high-speed ports each with an embedded PHY.
They can be configured to either host ports or peripheral ports.

The 88F5182 integrates a Cryptographic Engine and Security Accelerator, to support data
encryption and authentication. It also contains a dedicated DMA to feed data from the
local SRAM into the arithmetic hardware.

The 88F5182 includes a single Two-Wire Serial Interface (TWSI) port.

The UART Interface consists of two UART ports.
The 88F5182 includes a 16-bit Device interface.

The 88F5182 incorporates four IDMA engines. Each IDMA engine has the capability to
transfer data between any interface.

The 88F5182 incorporates two additional XOR DMA engines, useful for Redundant Array
of Independent Disks (RAID) applications.

Each XOR DMA runs on a linked list of descriptors. It can read from up to eight sources,
perform bitwise XOR between the eight sources, and writes the result to a destination.
The sources and destination can reside in any of the 88F5182 interfaces.

The 88F5182 contains 26-bit general purpose 10s.

The 88F5182 includes an advanced interrupt controller, which handles interrupts from all
of the various sources and forwards them to the Marvell processor core.

When working in Endpoint mode the interrupts can be forwarded also to the Endpoint
PCI Express interface.

The 88F5182 includes two general purpose 32-bit-wide timers and a single 32-bit-wide
watchdog timer.

The 88F5182 internal architecture is optimized for high-performance applications..
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Section 2. Address Map

The 88F5182 has a fully programmable address map. There is a separate address map for each of the device
master interfaces. Each interface includes programmable address windows that allow it to access any of the
88F5182 resources.

*  Marvell processor core address map

*  PCI Express address map

e PCl address map

*  SATA address map

e  Ethernet Controller address map

e USB address map

* IDMAs address map

e XOR address map

| §|| Note

Although each master has independent address windows, when a resource is used by multiple masters,
all masters must use the same address map for this resource. This means that all masters use the
identical address window for each resource.

2.1 Marvell Processor Core Address Map

The Marvell processor core interface address map consists of eight programmable address windows for the
different interfaces and additional four dedicated windows for the DDR interface. See Appendix A.4.1 "CPU
Address Map Registers" on page 91 and Appendix A.5.1 "DDR SDRAM Controller Address Decode Registers" on
page 110.

For default address map see Table 1, “88F5182 Default Address Map,” on page 14.

2.2 PCIl Express Address Map

The PCI Express interface address map consists of three BARs that map the chip address space. One BAR is
dedicated for the chip internal registers while the other two are further sub-decoded by six programmable address
windows to the different interfaces of the chip. See Appendix A.6.1 "PCI Express BAR Control Registers" on page
129.

For the default address map, see Table 1, with following exceptions.

* By default, access from the PCI Express interface to PCI interface is disabled.
* By default, access from the PCI Express to Device CS0 and Device CS1 is disabled.

2.3 PCIl Address Map

The PCl interface address map consists of 12 BARS address windows for the different interfaces.
For the default address map, see Table 1, with following exceptions.

* By default, access from the PCI interface to the PCI Express interface is disabled.
* By default, access from the PCI interface to Device CS0 and Device CS1 is disabled.
* By default, I/O access from the PCI interface to the chip internal registers is disabled.
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2.4  SATA Address Map

The SATAHC interface address map consists of four programmable address windows for the different interfaces.
See Section A.8.7 "SATAHC Arbiter Registers" on page 218. By default the SATAHC address map is enabled and
addressed to the DRAM as specified in Table 1, “88F5182 Default Address Map,” on page 14.

2.5 Gigabit Ethernet Address Map

The Gigabit Ethernet interface address map consists of six programmable address windows for the different
interfaces. By default the Gigabit Ethernet MAC address map is disabled.

2.6 USBO Address Map

The USBO interface address map consists of four programmable address windows for the different interfaces. By
default the USBO address map is disabled.

2.7 USB1 Address Map

The USBL interface address map consists of four programmable address windows for the different interfaces. By
default the USB1 address map is disabled.

2.8 IDMA Address Map

The IDMA interface address map consists of eight programmable address windows for the different interfaces.
See Section A.15.2 "IDMA Address Decoding Registers" on page 356. By default the IDMA address map is
disabled.

2.9 XOR Address Map

The XOR interface address map consists of eight programmable address windows for the different interfaces. See
Section A.16.4 "XOR Engine Address Decoding Registers" on page 372. By default the XOR address map is
disabled.

N_ Note

Windows base addresses of the 88F5182 must be aligned to their size (for example, a 128 KB address
window should be aligned to 128 KB).

2.10 Default Address Map

Table 1: 88F5182 Default Address Map

Target Interface Target Target Address Address Range in
Interface | Interface | Space Size Hexadecimal
D! Attribute?

DDR SDRAM CSO 0 OxOE 256 MByte 0000.0000-0FFF.FFFF
DDR SDRAM CS1 0 0x0D 256 MByte 1000.0000-1FFF.FFFF
DDR SDRAM CS2 0 0x0B 256 MByte 2000.0000-2FFF.FFFF
DDR SDRAM CS3 0 0x07 256 MByte 3000.0000-3FFF.FFFF
Copyright © 2007 Marvell Doc. No. MV-S400130-00 Rev. 0.5
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Table 1: 88F5182 Default Address Map (Continued)
Target Interface Target Target Address Address Range in
Interface | Interface | Space Size Hexadecimal
D! Attribute?
Reserved - - 1 GByte 4000.0000-7FFF.FFFF
PCI Express Memory 4 0x59 512 MByte 8000.0000-9FFF.FFFF
PCI Memory 3 0x59 512 MByte | A000.0000-BFFF.FFFF
PCI Express 1/O 4 0x51 64 KByte C000.0000—C000.FFFF
Reserved - - - C001.0000-C7FF.FFFF
PCI I/O 3 0x51 64 KByte C800.0000-C800.FFFF
Security Accelerator Internal SRAM 9 0x00 64 KByte C801.0000-C801.FFFF
Memory NOTE: Only 8 KB SRAM
NOTE: There is no access to Security is implemented.
Accelerator Internal SRAM
Memory from the PCI interface.
Reserved - - C802.0000-CFFF.FFFF
Internal Address Space3 - 1 MByte D000.0000-DO0F.FFFF
Reserved - - - D010.0000-DFFF.FFFF
Device CSO 1 Ox1E 128 MByte E000.0000-E7FF.FFFF
Device CS1 1 0x1D 128 MByte E800.0000—EFFF.FFFF
Device CS2 1 0x1B 128 MByte F000.0000-F7FF.FFFF
Flash Boot CS 1 OXOF 128 MByte F800.0000-FFFF.FFFF

1. Defines field <Target> in the window control registers. See Appendix A.4.1 "CPU Address Map Registers" on page

91 and Appendix A.6.4 "PCI Express Address Window Control Registers" on page 134.

2. Defines field <Attr> in the window control registers. See Appendix A.4.1 "CPU Address Map Registers" on page 91
and Appendix A.6.4 "PCI Express Address Window Control Registers" on page 134.

3. For the 88F5182 Internal Address Map, see Table 32 on page 89.
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Section 3. DDR SDRAM Controller Interface

The DDR SDRAM (Double Data Rate-Synchronous DRAM) controller supports:
*  Both 16- and 32-bit DDR SDRAM interfaces

e Supports DDR1 and DDR2

e  Up to two dual sided DIMMs (four physical banks)

* Avariety of DDR SDRAM components—x8 and x16 devices, at densities of 128 Mbits, 256 Mbits, and
512 Mbits

* Upto 1 GByte (32-bit interface) and 0.5 GByte (16-bit interface) total memory space

Copyright © 2007 Marvell Doc. No. MV-S400130-00 Rev. 0.5
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Section 4. PCI Express Interface

The PCI Express interface is a x1 Root Complex. This interface has the following features:

PCI Express Base 1.0a compatible

Root Complex port

Can be configured also as an Endpoint port

Embedded PCI Express PHY based on proven Marvell® SERDES technology
x1 link width

2.5 GHz signalling

Lane polarity inversion support

Replay buffer

Maximum payload size of 128 bytes

Single Virtual Channel (VC-0)

Ingress and egress flow control

Extended Tag support

Interrupt emulation message support

Power management: LOs-Rx and SW L1 support

Advanced Error Reporting (AER) capability support

Single function device configuration header.

Message Signaled Interrupts (MSI) capability support, as an Endpoint.
Power Management (PM) capability support, as an Endpoint.
Expansion ROM support

Programmable address map.
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Section 5. PCI Interface

5.1 Functional Description
The PCl interface runs up to 66 MHz. It supports a 32-bit bus operation. It also supports 64-bit addressing.

It can act as host bridge, translating CPU transactions to PClI memory, I/O, and configuration cycles. It can also
act as PCI Endpoint, responding to host configuration cycles, and having access to all of the chip internal
registers.

It also integrates a PCI bus arbiter, to support up to six masters.

5.2 PCIl Master Operation

The 88F5182 PCI master supports the following transactions:
e Memory Read

*  Memory Write

e Memory Read Line

*  Memory Read Multiple

e  Memory Write & Invalidate
* |/ORead

e |/O Write

*  Configuration Read

*  Configuration Write

* Interrupt Acknowledge

e Special Cycle

e Dual Address Cycles

| §|| Note

Only partial 1/0O transactions are supported.

The master generates a Memory Write and Invalidate transaction if:

e The transaction accessing the PClI memory space requests a data transfer size equal to multiples of the PCI
cache line size, with all byte enables active.

*  The transaction address is cache aligned.
*  Memory Write and Invalidate Enable bit in the Configuration Command register is set

The master generates a Memory Read Line transaction if:

* The transaction accessing the PClI memory space requests a data transfer size equal to multiples of the PCI
cache line size.

* The transaction address is cache aligned.

A Memory Read Multiple transaction is carried out when the transaction accessing the PCI memory space
requests a data transfer that crosses the PCI cache line size boundary.
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| §|| Note

The 88F5182 supports four cache line size values—4 words (16 bytes), 8 words (32 bytes), 16 words (64
bytes), and 32 words (128 bytes). Setting the cache line size to any other value is treated as if cache line
size is set to 0.

A Dual Address Cycles (DAC) transaction is carried out if the requested address is beyond 4 GByte (address bits
[63:32] are not 0).

The 88F5182 PCI master performs configuration read/write cycles, Interrupt Acknowledge cycles, or Special
cycles using the Config Address and Config Data registers. For full details on generating these transactions.

The master consists of 512 bytes of posted write data buffer and 512 bytes of read buffer. It can absorb up to four
128 byte write transactions plus four 128 byte read transactions. The PCI master posted write buffer in the
88F5182 permits the initiator to complete the write even if the PCI bus is busy. The posted data is written to the
target PCI device when the PCI bus becomes available. The read buffer absorbs the incoming data from PCI.
Read and Write buffers implementation guarantees that there are no wait states inserted by the master.

| §|| Note

PCI_IRDYn is never de-asserted in the middle of a transaction.

5.3 PCI Target Operation

The 88F5182 responds to the following PCI cycles as a target device:
* Memory Read

*  Memory Write

e Memory Read Line

*  Memory Read Multiple

*  Memory Write and Invalidate

* |/ORead

e |/O Write

*  Configuration Read

*  Configuration Write

e DAC Cycles

The 88F5182 does not act as a target for Interrupt Acknowledge and Special cycles (these cycles are ignored).

The 88F5182 does not support Exclusive Accesses. It treats Locked transactions as regular transactions (it does
not support LOCKn pin).
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Section 6. SATA Il Interface

This section provides technical information about the Serial-ATA (SATA) Il interface.

Based on the Marvell® SATA host controllers (SATAHC) and SATA proven technology. The 88F5182 is fully com-

patible with SATA Il phase 1.0 specification (Extension to SATA | specification).

The 88F5182 employs the latest SATA |l PHY technology, with 3.0 Gbps (Gen2i) and backwards compatible with
1.5 Gbps (Genli) SATA I. The Marvell 88F5182 SATA Il PHY accommodates the following features:

The

SATA 1l 3 Gb/s speed

Backwards compatible with SATA | PHYs and devices
Support Spread Spectrum Clocking (SSC)
Programmable PHY for industry leading backplane drive capability
SATA Il power management compliant

SATA Il Device Hot-Swap compliant

Low power consumption — Less then 200 mW per SATA Il PHY
PHY isolation Debug mode

1

SATA Il interface supports the following protocols:
Non Data type command

PIO read command

PIO write command

DMA read command

DMA write command

Queued DMA read command

Queued DMA write command

Read FPDMAQueued command

Write FPDMAQueued command

SATA Il interface does not support the following protocols:
ATAPI (Packet) command
CFA commands

1.AC coupling is still required while working with Gen1 devices.

Copyright © 2007 Marvell

June 25, 2007, Preliminary Document Classification: Proprietary

Doc. No. MV-S400130-00 Rev. 0.5
Page 20



®

=  88F5182

=

marveELLe Open Source Community Programmer’s User Guide

Section 7. Serial-ATA Il Host Controller (SATAHC)

The 88F5182 incorporates a Serial-ATA (SATA) host controller (SATAHC). The SATAHC integrates two
independent SATA ports. A dedicated Enhanced DMA (EDMA) controls each port.

7.1  SATAHC Block Diagram

The 88F5182 SATAHC consists of an arbiter, two EDMAs and two SATA ports. Both EDMAs are independent and
may work concurrently (see Figure 2).

Figure 2: SATAHC Block Diagram

MBUS Interface

!

SATAHC Arbiter Unit

EDMA EDMA

Port 1 Port 0

SATA SATA
Interface Interface

R,

SATA Port 1 SATA Port 0

7.2 EDMA Operation

The SATAHC contains two EDMAs. This document only describes the operation of a single EDMA within the
SATAHC. See Figure 2, “SATAHC Block Diagram,” on page 21 and refer to Appendix A.8 "Serial-ATA Host
Controller (SATAHC) Registers" on page 213.

The interface between host CPU and each EDMA consists of two queues: the request queue and the response
queue. The request queue is the interface that the host CPU uses to queue ATA DMA commands as a request
between the system memory and the device. The response queue is the interface that the EDMA uses to notify the
host CPU that a data transaction between the system memory and the device was completed. Each entry in the
request queue consists of an ATA DMA command and the EDMA parameters and descriptors to initiate the device
and to perform the data transaction.
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The EDMA is further responsible for parsing the commands, initializing the device, controlling the data
transactions, verifying the device status, and updating the response queue when the command is completed. This
all occurs without CPU intervention. Direct access to the device is also supported for device initialization and error
handling.

7.2.1 EDMA Request and Response Queues

The request queue and the response queue are each located in CPU memory and organized as a length of 32 or
128 entries, circular queues (FIFO) whose location is configured by the Queue In-Pointer and the Queue Out-
Pointer entries. The entry length is set using <ecEDMAQueLen> field in the EDMA Configuration Register

(Table 228, p. 228)—for 32 entries <ecEDMAQuelLen>=0, for 128 entries field <cEDMAQuelLen>=1. Since these
pointers are implemented as indexes and each entry in the queue is a fixed length, the pointer can be converted to
an address using the formula: Entry address = Queue Base address + (entry length * pointer value).

The request queue is the interface that the CPU software uses to queue ATA DMA commands as a request for a
data transaction between the system memory and the device. Each entry in the request queue is 32 bytes in
length, consisting of a command tag, the EDMA parameters, and the ATA device command to initiate the device
and to perform the data transaction.

The response queue is the interface that the EDMA uses to notify the CPU software that a data transaction
between the system memory and the device has completed. Each entry in the response queue is 8 bytes in
length, consisting of the command tag and the response flags.

Figure 3: Command Request Queue—32 Entries

NOTE: Field <eEDMAQueLen>=0 in EDMA Configuration Register

Entry Byte Entry Byte
Number Number Number Number
0 Empty 0 0 CRQB 0
In Out
—» 1 32 -— 1 32
Pointer Empty Pointer CRQB
In
2 64 2 64
Empty Pointer > Empty
Out
3 Empty 96 3 CRQB 96 -— Pointer
4 Empty 128 4 CRQB 128
o Empty | @ ® | CcroB o
L [ [ ] L
. Empty . . CRQB .
31 Empty 1024 31 CRQB 1024
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Figure 4: Command Response Queue—32 Entries

NOTE: Field <eEDMAQueLen>=0 in EDMA Configuration Register

Entry Byte Entry Byte
Number Number Number Number
0 Empty 0 0 CRPB 0
In Out
Pointer L Empty 8 Pointer 1 CRPB 8
In
2 16 2 16
Empty Pointer Empty
Out
3 Empty 24 3 CRPB 24 -— Pointer

4 Empty 32 4 CRPB 32

® | Empy | @ ® | creB o

L o [ L

. Empty . ‘ CRPB .

31 Empty 256 31 CRPB 256

Figure 5: Command Request Queue—128 Entries
NOTE: Field <eEDMAQueLen>=1 in EDMA Configuration Register
Entry Byte Entry Byte
Number Number Number Number
0 Empty 0 0 CRQB 0
N g g Empty | 32 out 1 | CrRQB | 32
Pointer Pointer
In
2 64 2 64
Empty Pointer Empty
Out
3 Empty 96 3 CRQB 96 -— Pointer

4 Empty 128 4 CRQB 128

L o [ L

. Empty . ‘ CRQB .
127 Empty 4096 127 CRQB 4096
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Figure 6: Command Response Queue—128 Entries

NOTE: Field <eEDMAQueLen>=1 in EDMA Configuration Register

Entry Byte Entry Byte
Number Number Number Number
0 Empty 0 0 CRPB 0
In Out
Pointer 1 Empty 8 - Pointer 1 CRPB 8
In
2 16 —p 2 16
Empty Pointer Empty
Out
3 Empty 24 3 CRPB 24 -— Pointer
4 Empty 32 4 CRPB 32
o Empty | @ ® | creB o
[ ] [ ] () [
. Empty . ‘ CRPB .
127 Empty 1024 127 CRPB 1024

7.2.2 EDMA Configuration

The EDMA configuration is determined according to EDMA Configuration Register (Table 311 p. 226). The
registers listed below may be changed only when the <eEnEDMA> field in the EDMA Command Register
(Table 236, p. 236), is cleared, and the EDMA is disabled. These registers must not be changed when
<eEnEDMA> is set.

* Inthe SATAHC Address Space (Table 288 p. 213)
— SATAHC Configuration Register

* Inthe EDMA Registers Map (Table A.8.3 p. 214)
— EDMA Configuration Register
— EDMA Command Delay Threshold Register

* Allregisters in the Shadow Register Block Registers Map (Table A.8.4 p. 215), except that the host is allowed
to change the <HOB> bit (bit [7]) in the ATA Device Control register (offset 0x82120) while the EDMA is
active.

* All registers in the Basic DMA Registers Map (Table A.8.5 p. 216)

* All registers in the <Serial-ATA Registers Map> field in the (Table 217, p. 217)
— <FIS Interrupt Cause Register>
—  <FIS Interrupt Mask Register>

7.2.3 EDMA Data Structures

7.2.3.1 Command Request Queue

The request queue is the interface that the CPU software uses to request data transactions between the system
memory and the device. The request queue has a length of 32 entries (the <eEDMAQueLen> field in the EDMA
Configuration Register (Table 228, p. 228) = 0) or 128 entries (field <cEDMAQuelLen>=1). The request queue is a
circular queue (FIFO) whose location is configured by the EDMA Request Queue In-Pointer Register (Table 316
p. 233), and the EDMA Request Queue Out-Pointer Register (Table 317 p. 234).
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* A queue is empty when Request Queue Out-pointer reaches to the Request Queue In-pointer.

* Aqueue is full when Request Queue In-pointer is written with the same value as the Request Queue Out-
pointer. A full queue contains 128/32 entries (as configured in field <cEDMAQuelLen>).

* A queue contains N entries when the Request Queue Out-pointer is N less than the Request Queue In-

pointer, taking into account the wraparound condition.

See Figure 3, “Command Request Queue—32 Entries,” on page 22 and Figure 5, “Command Request Queue—

128 Entries,” on page 23.

Each 32-byte EDMA Command Request Block (CRQB) entry consists of EDMA parameters and commands for
the ATA device. The CRQB data structure is written by the CPU. Table 2 provides a map of the CRQB data

structure registers.

7.2.3.2 EDMA Command Request Block (CRQB) Data

Table 2: EDMA CRQB Data Structure Map

Register Offset Page

CRQB DW0—cPRD Descriptor Table Base Low Address 0x00 Table 3, p. 25
CRQB DW1—cPRD Descriptor Table Base High Address 0x04 Table 4, p. 26
CRQB DW2—Control Flags 0x08 Table 5, p. 26
CRQB DW3—Data Region Byte Count 0x0C Table 6, p. 27
CRQB DW4—ATA Command 0x10 Table 7, p. 27
CRQB DW5—ATA Command 0x14 Table 8, p. 27
CRQB DW6—ATA Command 0x18 Table 9, p. 28
CRQB DW7—ATA Command 0x1C Table 10, p. 28

Table 3: CRQB DWO0—cPRD Descriptor Table Base Low Address

Offset: 0x00

Bits Field Description

31:0 cPRD[31:0] CRQB ePRD.

Bits [3:0] must be 0xO0.
When <cPRDMode> is set to 1:

When <cPRDMode> is cleared to O:
The CPU at initialization should construct a ePRD table in memory. This table contains
consecutive descriptors that describe the data buffers allocated in memory for this

command. This DWORD contains bit [31:4] of the physical starting address of this table.

This DWORD contains bits [31:1] of the physical starting address of a data region in
system memory. Bit [0] must be 0.
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Table 4:

CRQB DW1—cPRD Descriptor Table Base High Address

Offset: 0x04

Bits

Field

Description

31:0

cPRD[63:32]

CRQB ePRD.

When <cPRDMode> is cleared to O:

This DWORD contains bits [63:32] of the physical starting address of a PRD table in
system memory.

When <cPRDMode> is set to 1:

This DWORD contains bits [63:32] of the physical starting address of a data region in
system memory.

Must be set to 0.

Table 5:

CRQB DW2—Control Flags

Offset: 0x08

Bits

Field

Description

cDIR

CRQB Direction of Data Transaction
0 = System memory to Device
1 = Device to system memory

51

cDeviceQueTag

CRQB Device Queue Tag
This field contains the Queued commands used as tags attached to the command
provided to the drive.

11:6

Reserved

Reserved
Must be 0.

15:12

cPMport

PM Port Transmit
This field specifies the Port Multiplier (PM) port (bits [11:8] in DWO of the FIS header)
inserted into the FISs transmission associate to this command.

16

cPRDMode

CRQB PRD Mode

This bit defines how the physical data that resides in the system memory is described.

0 = PRD tables are being used. <cPRD[31:0]> and <cPRD[63:32]> provide the ePRD
table starting address.

1 = Single data region, <cPRD[31:0]> and <cPRD[63:32]> provide its starting address.
<cDataRegionByteCount> provides its length.

23:17

cHostQueTag

CRQB Host Queue Tag
This 7-bit field contains the host identification of the command.

31:24

Reserved

Reserved
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Table 6: CRQB DW3—Data Region Byte Count
Offset: 0x0C
Bits Field Description
15:0 cDataRegionBy | Data Region Byte Count
teCount When <cPRDMode> is cleared to O:
This field is reserved.
When <cPRDMode> is set to 1:
This field contains the count of the region in bytes. Bit [0] is force to 0.
There is a 64 KB maximum. A value of O indicates 64 KB. The data in the buffer must
not cross the boundary of the 32-bit address space; that is, the 32-bit high address of all
data in the buffer must be identical.
31:16 Reserved Reserved
N
The naming of the fields in the next four tables complies with the Serial-ATA convention. The

corresponding name according to the ATA convention appears in parentheses.

Table 7: CRQB DW4—ATA Command
Offset: 0x10
Bits Field Description
15:0 Reserved Reserved
23:16 | Command This field contains the contents of the Command register of the Shadow Register Block
(see Table 291 on page 215).
31:24 | Features This field contains the contents of the Features (Features Current) register of the
Shadow Register Block.
Table 8: CRQB DW5—ATA Command
Offset: 0x14
Bits Field Description
7:0 Sector Number This field contains the contents of the Sector Number (LBA Low Current) register of the
Shadow Register Block (see Table 291 on page 215).
15:8 Cylinder Low This field contains the contents of the Cylinder Low (LBA Mid Current) register of the
Shadow Register Block.
23:16 Cylinder High This field contains the contents of the Cylinder High (LBA High Current) register of the
Shadow Register Block.
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Table 8: CRQB DW5—ATA Command (Continued)
Offset: 0x14
Bits Field Description
31:24 | Device/Head This field contains the contents of the Device/Head (Device) register of the Shadow
Register Block.
Table 9: CRQB DW6—ATA Command
Offset: 0x18
Bits Field Description
7:0 Sector Number This field contains the contents of the Sector Number (Exp) (LBA Low Previous) register
(Exp) of the Shadow Register Block (see Table 291 on page 215).
15:8 Cylinder Low This field contains the contents of the Cylinder Low (Exp) (LBA Mid Previous) register of
(Exp) the Shadow Register Block
23:16 | Cylinder High This field contains the contents of the Cylinder High (Exp) (LBA High Previous) register
(Exp) of the Shadow Register Block.
31:24 | Features (Exp) This field contains the contents of the Features (Exp) (Features Previous) register of the

Shadow Register Block.

Table 10: CRQB DW7—ATA Command

Offset: 0x1C
Bits Field Description
7:0 Sector Count This field contains the contents of the Sector Count (Sector Count Current) register of
the Shadow Register Block (see Table 291 on page 215).
15:8 Sector Count This field contains the contents of the Sector Count (exp) (Sector Count Previous)
(Exp) register of the Shadow Register Block
31:16 | Reserved Reserved

When the EDMA is in Non-Queued mode:
The following commands are supported.

READ DMA

READ DMA EXT
READ STREAM DMA
WRITE DMA

WRITE DMA EXT

WRITE DMA FUA EXT
WRITE STREAM DMA
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When the EDMA is in Queued mode:

The following commands are supported.
* READ DMA QUEUED
e READ DMA QUEUED EXT
* WRITE DMA QUEUED
* WRITE DMA QUEUED EXT

* WRITE DMA QUEUED FUA EXT

When the EDMA is in Native Command Queuing mode:
The following commands are supported.
* Read FPDMA Queued
*  Write FPDMA Queued

| §|| Note

Other commands cause unpredictable results.

7.2.3.3 EDMA Physical Region Descriptors (ePRD) Table Data Structure

The physical memory region to be transferred is described by the EDMA Physical Region Descriptor [ePRD] for
DWORDs 0-3. The data transfer proceeds until all regions described by the ePRDs in the table have been
transferred. The starting address of this table must be 16B aligned, i.e., bits [3:0] of the table base address must

be 0x0.

| §|| Note

The total number of bytes in the PRD table (total byte count in DMA command) must be 4-byte aligned!.

Table 11: ePRD Table Data Structure Map

Descriptor Table, Page
ePRD DWORD 0 Table 12, p. 29
ePRD DWORD 1 Table 13, p. 30
ePRD DWORD 2 Table 14, p. 30
ePRD DWORD 3 Table 15, p. 30

Table 12: ePRD DWORD 0
Bits Field Description
0 Reserved Reserved
31:1 PRDBA[31:1] The byte address of a physical memory region corresponds to address bits [31:1].
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Table 13: ePRD DWORD 1

Bits Field Description

15:0 ByteCount Byte Count

The count of the region in bytes. Bit O is force to 0.

There is a 64-KB maximum. A value of 0 indicates 64 KB. The data in the buffer must
not cross the boundary of the 32-bit address space, that is the 32-bit high address of all
data in the buffer must be identical.

30:16 Reserved Reserved

31 EOT End Of Table

The data transfer operation terminates when the last descriptor has been retired.

0 = Not end of table

1 = End of table

NOTE: The total number of bytes in the PRD table (total byte count in DMA
command) must be 4-byte aligned.

Table 14: ePRD DWORD 2

Bits Field Description

31:.0 PRDBA[63:32] The byte address of a physical memory region corresponds to bits [64:32].
Must be set to 0x0.

Table 15: ePRD DWORD 3

Bits Field Description

31.0 Reserved Reserved

7.2.3.4 Command Response Queue

The response queue is the interface that the EDMA uses to notify the CPU software that a data transaction
between the system memory and the device was completed. The response queue is a 128/32 entry, circular
queue (FIFO) whose location is configured by the EDMA Response Queue In-Pointer Register (Table 319 p. 234)
and the EDMA Response Queue Out-Pointer Register (Table 320 p. 235).

The queue status is determined by comparing the two pointers:
* A queue is empty when the Response Queue Out-pointer reaches the Response Queue In-pointer.

e Aqueue is full when Response Queue In-pointer is written with same value as a Response Queue Out-
pointer. A full queue contains 128/32 entries (as configured in the <cEDMAQueLen> field in the EDMA
Configuration Register (Table 228, p. 228)).

* A queue contains N entries when the Response Queue Out-pointer is N less than the Response Queue In-
pointer, taking into account the wraparound condition.
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| §|| Note

The EDMA may write over existing entries when the queue is full.

See Figure 4, “Command Response Queue—32 Entries,” on page 23 and Figure 6, “Command Response
Queue—128 Entries,” on page 24.

Each 8-byte command response entry consists of command ID, response flags, and a timestamp, see Table 16,
“EDMA CRPB Data Structure Map,” on page 31. The CRPB data structure, described in Table 2, “EDMA CRQB
Data Structure Map,” on page 25, is written by the EDMA.

7.2.3.5 EDMA Command Response Block (CRPB) Data

Table 16 provides a map of the EDMA command response block data structure tables.

Table 16: EDMA CRPB Data Structure Map

Register Offset Table, Page
CRPB ID Register 0x00 Table 17, p. 31
CRPB Response Flags Register 0x02 Table 18, p. 32
CRPB Time Stamp Register 0x04 Table 19, p. 32

Table 17: CRPB ID Register
Offset: 0x00

Bits Field Description

6:0 cHostQueTag CRPB ID

In queued DMA commands, these bits are used as a tag.

This field contains the host identification of the command.

These bits are copied from field <cHostQueTag> of Table 5, “CRQB DW2—Control
Flags,” on page 26.

15:7 Reserved Reserved
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Table 18: CRPB Response Flags Register

Offset: 0x02

Bits Field Description
6:0 cEdmasSts CRPB EDMA Status
This field contains a copy of the EDMA Interrupt Error Cause Register (see Table 313 on
page 230) bits [6:0] accepted in the last command.
NOTE: When the EDMA is in NCQ mode, ignore this field since the value of this
field may reflect the status of other commands.
7 Reserved Reserved

This bit is always 0.

15:8 cDevSts

CRPB Device Status
This field contains a copy of the device status register accepted in the last read of the
register from the device.

Table 19: CRPB Time Stamp Register

Offset: 0x04

Bits Field

Description

31.0 cTS

CRPB TS

When the command is completed, the content of the EDMA Timer Register (see

Table 312 on page 230) is written into this field. This data may be used to estimate the
command execution time.
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Section 8. Gigabit Ethernet Controller Interface

The Gigabit Ethernet controller operates at 10, 100, and 1000 Mbps. It interfaces with the PHY via a MIl, GMII, or
RGMII interface. The interface is also configurable as a proprietary 200-Mbps Marvell® Ml (MMII) interface. For
full details on the different pinout configurations, see the applicable Gigabit Ethernet pin multiplexing sections and
the Reset Configuration section in the 88F5182 88F5182-based Storage Networking Platforms, Datasheet.

8.1 Functional Description

The Gigabit Ethernet port includes an IEEE 802.3 compliant 10-/100-/1000-Mbps MAC that supports GMII, Mll,

and RGMII interfaces with an external PHY/SERDES device. The port speed, duplex and 802.3 flow control can
be auto-negotiated, according to IEEE standards 802.3u and 802.3x. Backpressure is supported for half-duplex
mode when operating at 10-/100-Mb speeds. Each port supports MIB counters.

The receive port includes a dedicated MAC-DA (Destination Address) with address filtering of up to 16-Unicast
MAC addresses, 256 IP Multicast addresses, and 256 Multicast/Broadcast address. The receive port may also
detect Layer2 frame-type encapsulation, as well as common Layer3 and Layer4 protocols.

IP checksum, Transmission Control Protocol (TCP) checksum, and User Datagram Protocol (UDP) checksum are
always checked on received traffic, and may be generated for transmitted traffic. This capability increases
performance significantly by off-loading these operations from the CPU. Jumbo-frames are also supported.

Each port includes eight dedicated receive DMA queues and one dedicated transmit DMA queue, plus two
dedicated DMA engines (one for receive and one for transmit) that operate concurrently. Each queue is managed
by buffer-descriptors that are chained together and managed by the software. Memory space may be mapped
using configurable address windows to fetch/write buffer data and descriptors to any of the other interfaces of the
device.

Queue classification on received traffic is assigned to the DMA queue based upon a highly configurable analysis,
which evaluates the DA-MAC, IP, ToS (Type of Service), 802.1P priority tag, and protocol (ARP, TCP, or UDP). An
example for use of this feature is the implementation of differentiated services in a router interface or for real-time,
jitter-sensitive voice/video traffic intermixed with data traffic. As each queue has its own buffering, blocking is
avoided and latency is reduced for service by the CPU.

Detailed status is given for each receive frame in the packet descriptors, while statistics are accumulated for
received and transmitted traffic in the MIB counters, on a per port basis.

The 10-/100-/1000-Mbps Gigabit Ethernet unit handles all functionality associated with moving packet data
between local memory and the Ethernet ports.

The port’s speed (10, 100, or 1000 Mbps) is auto-negotiated through the PHY and does not require user
intervention. Auto-Negotiation for MIl and GMIII is according to 802.3ab, draft 5.0, using the SMI interface. The
1000-Mbps unit operates only in full-duplex mode. The 100- and 10-Mbps units operate either in half- or full-
duplex mode, with the selection of the duplex mode auto-negotiated through the PHY without user intervention.
There is no Auto-Negotiation for speed on the PCS. GMII only supports symmetric flow control.

N_ Note

When Auto-Negotiation is disabled, the link must be forced down when changing port speed.

There are eight receive queues and a single transmit queue. Receive/Transmit buffer management is by buffer-
descriptor linked lists. Buffers and descriptors can reside throughout the entire device memory space. A Transmit
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buffer of any byte alignment and any size, above 8 bytes, is supported. The Receive Buffers must be 64-bit
aligned. The core frequency assumption is a minimum of 83 MHz in gigabit operation.

Frame type/encapsulation detection is available on Layer 2 for Bridge Protocol Data Unit (BPDU), VLAN
(programmable VLAN-ethertype), Ethernet v2, LLC/SNAP, on Layer 3 for IPv4 (according to Ethertype), other (no
MPLS or IPv6 detection), and on Layer 4 (only over IPv4) for Transmission Control Protocol (TCP), User
Datagram Protocol (UDP), and other. Frame enqueueing is according to DA, VLAN-802.1p, IP-ToS, using the
highest priority counts. Frame enqueueing is OR captured according to the protocol type for TCP, UDP, ARP, or
BPDU. Frames smaller than the programmable minimum frame size are automatically discarded. Reception and
transmission of long frames, up to 9700 bytes, are supported. The frame type, encapsulation method, errors, and
checksums are reported in the buffer descriptor. Automatic IP header 32-bit alignment is done in memory by
adding 2 bytes at the beginning of each frame. The TCP and UDP checksum calculations are put into the receive
descriptor (and are compared with the frame checksum for non-IP fragmented frames), even for frames over

9 KB.

The Ethernet port provides a great amount of flexibility with many programmable features. The TCP, UDP, and IP
checksums are generated on any frame size. This is programmable per frame by command settings in the first
descriptor of the frame. In addition, Cyclic Redundancy Check (CRC) generation is programmable for each frame.
There are separate, programmable transmit and receive interrupt coalescing mechanisms to aggregate several
interrupts (on a time based masking window) before sending an indication to the CPU. The unit provides
programmable zero padding of short frames—frames less that 64 bytes.

A transmit buffer of any byte alignment and any size (greater than 8 bytes) is supported. Minimum packet size is
32 bytes.

In the event of collision, frames are retransmitted automatically without additional fetch. An Error and Collision
report is provided in the last buffer descriptor.

8.2 Port Features
The 10-/100-/1000-Mbps Gigabit Ethernet port provide the following features:
e |EEE 802.3 compliant MAC layer function.
* |EEE 802.3u compliant MIl interface.
e  1000-Mbps operation—full duplex.
e  10-/100-Mbps operation—half and full duplex.
e GMIl symmetric flow control: IEEE 802.3x flow-control for full-duplex operation mode.
e MIl symmetric flow control: Backpressure for half-duplex operation mode.
*  RGMIl mode (non delay).
*  Transmit functions:
—  Zero padding for short frames (less than 64 Bytes).
— Long frames transmission (limited only by external memory size).
— Checksum on transmit frames for frames up to 1.5 KB.
— Programmable values for Inter Packet Gap and Blinder timers.
— CRC generation (programmable per frame).
—  Backoff algorithm execution.
—  Error reporting.
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e Receive functions:
— Address filtering modes:
- 16 Unicast

- Unicast promiscuous mode reception (receptions of Unicast frames, even those not matched in the
DA filter).

- 256 IP Multicast
- 256 Multicast
- Broadcast
- Broadcast reject mode.
— Automatic discard of error frames, smaller than the programmable minimum frame size.

— Reception of long frames (Programmable legal frame size is up to 9700 bytes).
Note: Frames larger than the limit are actually received, however, they are mark in the descriptor as
Oversize errors.

— CRC checking.
—  Error reporting.
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